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Anomaly Detection for Network Security

Cyber crimes are becoming more professional and coordinated

» Skilled cyber attackers can bypass approximately all the defense systems
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Anomaly Detection for Network Security

Cyber crimes are becoming more professional and coordinated
» Skilled cyber attackers can bypass approximately all the defense systems

Anomaly Detection has been widely used in diverse network security applications
* Learning without knowledge of anomalies
* Ability to detect unforeseen threats

Deep Learning has shown a great potential to build network security applications
* Learn better nonlinear and hierarchical features

* Capture complex and high-dimensional structures

Threat
cycle

Persistent
(APT) Life
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Deep Learning based Anomaly Detection

Zero-positive Learning
(trained with only normal data)
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Deep Learning based Anomaly Detection
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Deep Learning based Anomaly Detection
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Deep Learning based Anomaly Detection

Minimize reconstruction error
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Deep Learning based Anomaly Detection

Reconstruction-based Detection
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Deep Learning based Anomaly Detection
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Reconstruction-based Detection
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Deep Learning based Anomaly Detection

Prediction-based
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Deep Learning based Anomaly Detection
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Deep Learning based Anomaly Detection

Maximize predictive probability

Prediction-based Training
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Deep Learning based Anomaly Detection
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Deep Learning based Anomaly Detection

Zero-positive Learning
(trained with only normal data)
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Anomaly Detection in Security Applications

Security Applications with Deep Learning based Anomaly Detection:

Remote Site

1 081109 213908 2549 INFO dfs.DataNode$DataXceiver: 10.251.39.192:50010
Served block blk_-5341992729755584578 to /10.251.39.192

2 081109 214009 2594 INFO dfs.DataNode$DataXceiver: 10.250.5.237:50010
Served block blk_3166960787499091856 to /10.251.43.147

3 081109 214043 2561 WARN dfs.DataNode$DataXceiver: 10.251.30.85:50010
Got exception while serving blk_-2918118818249673980 to /10.251.90.64

Parsing
( Header Event Template Parameters
- 10.251.39.192:50010.
[081109, 213908, 2549, INFO, I . _ S
! | dfs.DataNode$SDataXceiver] * Served block * to * /Il}()?l2!143]‘;)?32712075558457&
o 10.250.5.237:50010,
2 [1‘?"l,‘:\:Zﬁ)‘(;‘f.g:‘,’;ﬁ&’f‘:iL’t‘r']" * Served block * to * Ik 3166960787499091856,
S e a————— /10251.43.147]
10.251.30.85:50010,
3| [081109, 214043, 2561, WARN,|x Gt exception while serving * to * | blk -2918118818249673980,
p < dfs.DataNode$DataXceiver] P 2
‘I- — “t A AL /10251.90.64]
L &
A
ANPGRS g SR ——

Log Anomaly Detection (CCS’17, CCS’19)

Unirusted extemal Address Benign
Activities

hr-email I hr-fserv | rnd-email | rnd-fserv
Bob Unirusted extemal Address A\ [whoari [P3 [rgne) Attacker
{ & Br Activities

e

hr-win7-1 | hr-win7-2 rnd-win10-1 rnd-win10-2 b ﬁn M B; o s
g =)

Lateral Movement Detection (CCS’19, Security’23)

Host-based Threat Detection (NDSS’20, S&P’23)
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Close World vs. Open World

* The great success of machine/deep learning methods are based on the Close-world
assumption— testing data must be similar to the training data (i.i.d. assumption)
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Close World vs. Open World

* The great success of machine/deep learning methods are based on the Close-world
assumption— testing data must be similar to the training data (i.i.d. assumption)

 However, in Open-world applications, the distribution of testing data can change over
time in unforeseen ways
e Concept Drift Problem
 Example in security: the evolution of malware

Training set
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Training set
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Close World vs. Open World

* The great success of machine/deep learning methods are based on the Close-world
assumption— testing data must be similar to the training data (i.i.d. assumption)

 However, in Open-world applications, the distribution of testing data can change over
time in unforeseen ways

e Concept Drift Problem

 Example in security: the evolution of malware
* Model performance aging!

'l .. o ® ll ¢ ® ”I .. Y .. .’III o
r %0 o | ' ®e ., ACC:100% '+ %0 o | ' , ACC: 50%
Training set Validation set Training set Real-world data
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Concept Drift vs. Normality Shift

* Concept drift has been well-studied for supervised classification
* Security: Transcend(Usenix Sec’19), CADE(Usenix Sec’21), Transcendent(S&P’22)

1 Class 2

Supervised Classification
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Concept Drift vs. Normality Shift

* Concept drift has been well-studied for supervised classification
* Security: Transcend(Usenix Sec’19), CADE(Usenix Sec’21), Transcendent(S&P’22)
* Machine Learning: Out-of-distribution (OOD) detection

Drifting/O0D Sample!

1 / Class 2

Supervised Classification
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Concept Drift vs. Normality Shift

* Concept drift has been well-studied for supervised classification
* Security: Transcend(Usenix Sec’19), CADE(Usenix Sec’21), Transcendent(S&P’22)
* Machine Learning: Out-of-distribution (OOD) detection

 Anomaly detection models are built upon purely normal data (normality)
* Immune to the drift of malicious/abnormal behavior
* More severe impact when the distribution of normality shifts
e E.g., user behaviors and system themselves (patches, new devices)

Drifting/O0D Sample!
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Concept Drift vs. Normality Shift

* Concept drift has been well-studied for supervised classification
* Security: Transcend(Usenix Sec’19), CADE(Usenix Sec’21), Transcendent(S&P’22)
* Machine Learning: Out-of-distribution (OOD) detection

 Anomaly detection models are built upon purely normal data (normality)
* Immune to the drift of malicious/abnormal behavior
* More severe impact when the distribution of normality shifts
e E.g., user behaviors and system themselves (patches, new devices)

Drifting/O0D Sample! Anomaly? 00D Sample?
I / Class 2 t /
® .. ?
O A O §
oo .
Supervised Classification Anomaly Detection
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Concept Drift vs. Normality Shift

Key Insight 1 — Without ground-truth label, a normality shift and

real anomaly is not distinguishable for anomaly detection!
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Pipelines for Handling Shift

Retraining Retraining Retraining Retraining Heavy Cost
/Ensemble /Ensemble /Ensemble /Ensemble Lack ofAnaI sis
® ® ® ® > y

Pipeline 1 Delay update
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Pipelines for Handling Shift

Retraining Retraining Retraining Retraining Heavy Cost
/Ensemble /Ensemble /Ensemble /Ensemble .
Lack of Analysis
. . . . > Del dat
T eiay upaate
Pipeline 1 y up
Detection Detection Detection Detection
shift? {1 Yes I No < Yes ' No
Updating Updating
Model Model Our SCOpe
® ® ® ® >
Pipeline 2
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Pipelines for Handling Shift

Key Insight 2 — We need to decide whether, when, and how shift

occurs before adapting models to the shift!
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Detecting Shift in Statistics

Question: How to represent the distribution of normality?

Original Shifted
Distribution of 1D
feature-space data .I [] .III.
0.1 0.5 ; 0.1 0-5 ;
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Detecting Shift in Statistics

Question: How to represent the distribution of normality?

Original | Shifted
Distribution of i 1D
feature-space data .I [] i .III.
i -
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Detecting Shift in Statistics

Question: How to represent the distribution of normality?

Original i Shifted
Distribution of i 1D
feature-space data .I [] i .III.
o, igh-
- . 4 % ” »b Intractable for high
| dimensional data!
-t -
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Detecting Shift in Statistics

Question: How to represent the distribution of normality?
Original ; Shifted

P(f (Xiruin) ) P(f (X))

Distribution of
model outputs

Our Scope

—
j.(XTm,m) f(Xt(:‘st>
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Detecting Shift in Statistics

Question: How to represent the distribution of normality?
Original ; Shifted

Key Insight 3 — Distribution of normality can be represented by
the distribution of model outputs!
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Data Collection

Anomaly Detection

OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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 We present OWAD (Open World Anomaly Detection) Framework

OWAD Design

* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

~ata Collectic

Before Shift (Old)
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

After Shift (New)
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

Ouputs Ouputs*
<1 099 :gf
€T - O ¢
52 0.96 Oz
%3 0.95 o %
) 1093 e
L— c ¢
= ¢ o092 s
O
t wt
5 Z1 099 4l
:Bt ;Bt
Ly 097 &
D t P!
1 %3 0.96 L g &
Y t —or
%1 091 8 0.02
t =
090 | §50.01

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation. Presenter — Dongqi Han



OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomalv detection.
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OWAD Design
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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Data Collection

Anomaly Detection

OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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Step 1 — Output Calibration

Model Calibration for Classification

* Transform classifier scores into class membership probabilities
e E.g., given 100 predictions, each with confidence of 0.8, we expect that 80 should be

correctly classified.

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation. Presenter — Dongqi Han



Step 1 — Output Calibration

Model Calibration for Classification

* Transform classifier scores into class membership probabilities
e E.g., given 100 predictions, each with confidence of 0.8, we expect that 80 should be

correctly classified.

Calibration for Anomaly Detection
* Expected Meaning: the percentile of model outputs (also FPR if threshold is itself)
e E.g., Original: [0.7, 0.8, 0.9, 1.0], Calibrated: [0.25, 0.5, 0.75. 1.0]
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Step 1 — Output Calibration

Model Calibration for Classification

* Transform classifier scores into class membership probabilities
e E.g., given 100 predictions, each with confidence of 0.8, we expect that 80 should be
correctly classified.
Calibration for Anomaly Detection

* Expected Meaning: the percentile of model outputs (also FPR if threshold is itself)

e E.g., Original: [0.7, 0.8, 0.9, 1.0], Calibrated: [0.25, 0.5, 0.75. 1.0] L etonic i

- = Linear Fit

250

Calibration Function — Isotonic Regression

150

* Probabilistic legality: Convert Anomaly Score into [0,1]

100} e

* Monotonicity: Without affecting detection performance

* Non-linear: Linear transformation of distribution is meaningless
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

| eShift Detection 9 Shift Explanation
Before Shift (Old) Explainer
;o0 @
0.9 0.8 0.1 0.9 0.3}
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After Shift (New) . 4 ZI.3§ ili.g
€T
1 b
. e},
®. =
o) o. Keep
&5 x5 o5 o5
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--;::sm[t1 ;wé
-- Frequency Histograms /"] -- Remain/Become/No Longer Normal

- O Shift o e
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Step 2 — Shift Detection

* Hypothesis Test

HO: Two data follow the same distribution (No drift happen)
H1: Two data do not follow same distribution (drift happens)

8T0°0 :@njen d

AL

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation. Presenter — Dongqi Han



Step 2 — Shift Detection

* Hypothesis Test

 HO: Two data follow the same distribution (No drift happen)
 H1: Two data do not follow same distribution (drift happens)

* Permutation Test

* Pros: Distribution-free, support any test statistic, and suitable for small set
e Test Statistic: KL divergence of original and shifted distribution

1+ N[(KL(P||Q))<Al

e P-value: — )

Algorithm 1: Procedure for shift detection

Input: ¢ € Xy, x' e X', K; permutation number N,
Output: P-value p indicating the probability of non-shift
V getting original discrete distributions (histograms)
1 Porg + Hi (C(f(2)));  Qorg + Hi (C(f(2)));
2 Sorg < Dirr(Porg||Qorg) ; > original test statistics
3 {P;, Q;}f\g’l < Permutating/Resampling and recomputing
two histo}grams (Hk) from {C(f (%))} U{C(f(z"))};

p . .
‘ ‘ 4 p — 1+Z’L:1 H[SO;;?i?KL(Pz‘le)] : Dp'value Oftest
g P
[]

L 5 return p > confidence of non-shift

8T0°0 :onjead

il
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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Step 3 — Shift Explanation

min  L{D[(Q1—m,) Op,) B (m, O p,)],D[p]}

m,q, =m, Dm,

+AM|lmead| = X2 B [mlogm + (1—m)log(1l—m)]

meEm, g,

(®:hadamard product, & :vector concatenation)

]D)[pt] D[(1—m.) Op.) D (MmO p,)]
A

((1_m) @pc) D (thPt)
Old Distribution New Distribution Mixed Distribution
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Step 3 — Shift Explanation

Mixed samples should
accurately reconstruct the
_ min_ L{D [((A—m.,) O p.) & (m, ©p)],D [p]} new distribution
+A||meed| — A2 E [mlogm + (1—m)log(1—m)]
(®:hadamard product, @ :vector concatenation)
]D)[pt] D[(A—m,) Op.) B (MmO p,)]

A

(AI—m,) Op,) (mt®pt)
Old Distribution New Distribution Mixed Distribution
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Step 3 — Shift Explanation

Mixed samples should
accurately reconstruct the
_ min_ £{D [(A—m,) Op.) & (m,Op)],D[p]} new distribution
+A|lmead| = X2 B [mlogm + (1—m)log(l—m)]
Choose as few samples -
from the new distribution
as possible (®:hadamard product, @ :vector concatenation)
]D)[pt] D[(A—m,) Op.) B (MmO p,)]

A

(AI—m,) Op,) (mt®pt)
Old Distribution New Distribution Mixed Distribution
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Step 3 — Shift Explanation

Mixed samples should

accurately reconstruct the
min  L{D[(QA—m,) Op.) & (m, O p,)],D [p.]} new distribution

m,q, =m, Dm,

+A||meed| — A2 E [mlogm + (1—m)log(1—m)]

me Mg,
Choose as few samples Expect m. or m, to be

from the new distribution deterministic (either close
as possible (®:hadamard product, @ :vector concatenation) to 0 or close to 1)

]D)[pt] D[(1—m.) Op.) D (MmO p,)]
A

((1_m) @pc) D (thPt)
Old Distribution New Distribution Mixed Distribution
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Step 3 — Shift Explanation

Mixed samples should

accurately reconstruct the
min  L{D[(QA—m,) Op.) & (m, O p,)],D [p.]} new distribution

m,q, =m, Dm,

+A||meed| — A2 E [mlogm + (1—m)log(1—m)]

me Mg,
Choose as few samples Expect m. or m, to be

from the new distribution deterministic (either close
as pOSSibIe (®:hadamard product, @ :vector concatenation) to 0 or close to 1)

]D)[pt] D[(A—m,) Op.) B (MmO p,)]
A

((1 - mc) ©, pc) D (mt © pt)
Old Distribution New Distribution Mixed Distribution
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

O shitt | v Do mdend

Adaptaﬁon EConsolidaﬁon JN ‘Ii(i ;1.,5 "EZ'EZ %g
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Step 4 — Shift Adaptation

min L{P[(A—m.) Op.(67)) & (m,©p,(67))],D [p.(9)]}

A 92,0, 05)
]

where Q= Z ||8[€2(F(m’9))}||mc(w>

P(z) ~ p, 00

(®:hadamard product, & :vector concatenation)

]D)[pt] D[(1—m.) Op.) D (MmO p,)]
A

(AI—m,) Op,) (mt®pt)
Old Distribution New Distribution Mixed Distribution
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Step 4 — Shift Adaptation

min L{P[(A—m.) Op.(67)) & (m, ©p,(67))],D [p.()]}

A 92,0, 05)
]

where Q= Z ||8[€2(F(m’9))}||mc(w>

P(z) ~ p, 00

(®:hadamard product, & :vector concatenation)

]D)[pt] D[(1—m.) Op.) D (MmO p,)]
A

(AI—m,) Op,) (mt®pt)
Old Distribution New Distribution Mixed Distribution
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Step 4 — Shift Adaptation

min L{P[(A—m.) Op.(67)) & (m, ©p,(67))],D [p.()]}

+AD 92,0, 065)
]

here Q= 3 ||3[€§(F(w;9))]”_ (@) Evaluate the importance of
WS S 00, P model parameters

P(xz) ~p,

(®:hadamard product, & :vector concatenation)

]D)[pt] D[(1—m.) Op.) D (MmO p,)]
A

(AI—m,) Op,) (mt®pt)
Old Distribution New Distribution Mixed Distribution
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OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.

Please refer to our paper for
more details of OWAD!

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.
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Abstraci—Concept drift is one of Ihe most frustrating chal-
lenges for learning-bas uilt on the close-
of dmnbulnm etween trai ing and
deployment. Anomal dmcunn one of the most important tasks
stead immune to the drift of abnormal
ing without any abnormal data (known
as zero-positive), which however comes at the cost of more severe
impacts when normality shifts. However, existing studies mainly
focus on concept drift of abnormal behaviour and/or supervised
learning, leaving the normality shift for zero-positive
detection largely unexplored.

In this work, we are the first to explore the norm:
deep learning-based anomaly detection in security applications,
general framework to detect, explain,
. In particuar, OWAD
ft in an is

TABLE I: Comparison of representative related works.

— Featres CROERTT LTS OWAD

Support Timeseriss | O L] 3
Unsupervised” o © . .
Labelcficient! | © © o .

Disri o = o .

® = truc. © = parially irue, O=

+ TRANSCENDRNT can be used o e mmtrivial dismentsfor
unsuperv o-positive) cas 1 Measured in SV-
TRANSCENDENT sttisicaily considers distribuional information, but
tackles drift in a sample-level fashion (ic.. rejection)

such as detecting network intrusions [54], [72], finding threats
from system logs [21], [53], tracing advanced persistent threats
(APT) [9], [77], which all achieved satisfactory performance.

U y. the superior of learning-based

and pro-
1 performance through distribution-leel
{ackling. We demonstrate the effccivences of OWAD through
several realistic experiments on three security-related anomaly
ong-term  pra
Show that OWAD can provide better adapa n performance
of mormality shift with e Iabeling
the normality shift and p nal
i for securty applcations. We lso conduct an
fnitial real-world deployment on & SCADA sccuriy syetem.

I INTRODUCTION

Anomaly detection is one of the most important tasks in
security domains [13], trained with normal data and detecting
anomalies that deviates from the distribution of normality.
Recently, the adoption of Deep Learning (DL) enables anomaly
detection to extract more complex features from massive data
[12), [76]. as well as detect unforeseen threats such as zero-day
attacks through learning with only normal data, known as z
positive learning [20]. Heretofore, rescarchers have applied
DL-based anomaly detection for various security applications,

Network and Distributed System Secu

27 February - 3 March 2023, San Di

ISBN 1-891562-83-5

hipeild.do g/ 10.14722lndss 202324830
ndss-symposium.org

(NDSS) Symposium 2023
A USA

is built on the ¢l 1d assumption of indepen-
dent and identically distributed (iid.) between training and
test samples [68]. Such assumption often does not hold in
open-world settings due to the divergence of incoming test
distribution from the original one, known as concept drift. In
security domains, concept drift is pervasive as the malicious
patiems are switched suddenly and dramatically over time in
the hostile environment [4].

In this context, anomaly detection is instead immune to
the drift of maliciouslabnormal behavior due to zero-positive
learning, which however comes at the price of more severe
impact_when the distribution of normality shifts. In real-
world deployment, the way users interact with systems under
monitoring can differ and evolve over time, so o the systems
themselves. For example, the involvement of new patches,
devices, and protocols all have the potential to shift the normal
pattemn. Such normality shifi', if not detected and adapted,
will induce a large number of false positives (FP) and false
negatives (FN), suggested by anecdotal evidence in practice.

In recent years, several studies have been proposed to
tackle concept drift for learning-based security applications in
the community, which can be divided into two approaches:
The first is to periodically retrain the models in the dynamic
environment [14], [15], [38]. [61]. [36]. [30]. [57], regard-

"Normality shift intuitively refers to the change of distribution of normal
da n is in $I1-C). In this paper. we interchangeably use
‘We tend to use “normality shift” as a whole term.
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Evaluation

Network Intrusion Log Anomaly Lateral Movement

Remote Site

Served block blk_-5341992729755584578 to /10.251.39.192 N

o | 081109 214009 2594 INFO dfs.DataNode$DataXceiver: 10.250.5.237:50010 \
Served block blk_3166960787499091856 to /10.251.43.147 \

3 081109 214043 2561 WARN dfs.DataNode$DataXceiver: 10.251.30.85:50010
Got exception while serving blk_-2918118818249673980 to /10.251.90.64

1 081109 213908 2549 INFO dfs.DataNode$DataXceiver: 10.251.39.192:50010 Q Q

dfs.DataNode$DataXceiver]

* Served block * to *

1k 3166960787499091856,

\ ~.
~ 2
SN -7
Parsing ~ a?
s N
Header Event Template

- —— Parameters Initial ~
| | 10.251.39.192:50010. Attacker compromised S
Distribution A | == . ‘“‘l!, 1| DaaNedes X eciven " * Served block * to * Ik -5341992720755584578, / Sorver X
il LA - | R gl 5. /10251.39.192] / S
| i - I- — B | 5 | 1081109, 214009, 2594, INFO 10 000 ‘
ek A

/10.251.43.147]

w

Iv-y,n . o POE Switch
[ %ﬁ] T [081109, 214043, 2561, WARN|| 10.251.30.85:50010.
| e @

Distribution B S DataNodes Dataxcsiver] | GOt exeeption while serving * to *| bllc 20181 (8818249673980, / 9
— 3 E
Attacker -

GL-GV [RAID’20]

) /

e Kitsune [NDSS’18]  Deeplog [CCS'17] .
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Network Intrusion

Remote Site

e
Setiatin s . — :~T-J':
| ! | :: L) |
A R S e ST = el M
' == = @ Distribution B
' - |e<\w
'— ————————— Attacker

e Kitsune [NDSS’18] .

 Anoshift Benchmark [NIPS'22]

* honey pot and campus .
network traffic

Evaluation

Log Anomaly

081109 213908 2549 INFO dfs.DataNode$DataXceiver: 10.251.39.192:50010
Served block blk_-5341992729755584578 to /10.251.39.192

081109 214009 2594 INFO dfs.DataNode$DataXceiver: 10.250.5.237:50010
Served block blk_3166960787499091856 to /10.251.43.147

081109 214043 2561 WARN dfs.DataNode$DataXceiver: 10.251.30.85:50010
Got exception while serving blk_-2918118818249673980 to /10.251.90.64

Parsing

Header Event Template Parameters

10.251.39.192:50010,
lk_-5341992729755584578,

(081109, 213908, 2549, INFO,
dfs.DataNode$DataXceiver] /10251.39.192]

* Served block * to *

N

L10.250.5.237:500I0.
lk_3166960787499091856,

[081109, 214009, 2594, INFO
ataXceiver] /10251.43.147)

dfs.DataNode$D: * Served block * to *

3| [081109, 214043, 2561, WARN, |,
< | dfs.DataNode$DataXceiver]

) ) » 10.251.30.85:50010,
Got exception while serving * to *| blk -2918118818249673980,
/10:251.90.64]

Deeplog [CCS'17]

BGL Dataset [DSN’07]
BlueGene/L supercomputer
group Logs

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.

Lateral Movement

GL-GV [RAID’20]
LANL-CMSCSE Dataset

login events from corporate
internal network
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Network Intrusion

Remote Site

Kitsune [NDSS’18]

Anoshift Benchmark [NIPS’22]
honey pot and campus
network traffic

10 years

detect once a year

Evaluation

Log Anomaly

1 081109 213908 2549 INFO dfs.DataNode$DataXceiver: 10.251.39.192:50010
Served block blk_-5341992729755584578 to /10.251.39.192
081109 214009 2594 INFO dfs.DataNode$DataXceiver: 10.250.5.237:50010
Served block blk_3166960787499091856 to /10.251.43.147
21404 61 WARN dfs.DataNode$DataXceiver: 10.251.30.85:50010
Got exception while serving blk_-2918118818249673980 to /1

ccccccccccccc

Deeplog [CCS'17]

BGL Dataset [DSN’07]
BlueGene/L supercomputer
group Logs

7 months

detect once a month

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.

Lateral Movement

N P © O

PR
-
P
-

GL-GV [RAID’20]
LANL-CMSCSE Dataset

login events from corporate
internal network

58 days

detect once a week
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Normality Shift in Security Applications

e
FomoteSte Aackere.
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Normality Shift in Security Applications

\\9 B G
807,
- @f'
4 N
Normality shift in security domain is quite common and
different for each applications (case-by-case)
\, J
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End-to-end Performance Evaluation

* Data selection and split
* Train anomaly detection model with Training set at Time O
* Detect shift and update model with Validation setat Time 1, 2, 3, ..., N
e Evaluate the model performance with Testing set at Time 0, 1, 2, 3, ..., N

Training |Test| |Valid.| Test | |Valid.| Test Valid.| Test |

/ v v —

Time 0 (@TO) Timel(@T1) Time2 (@T2) .- Time N (@TN)
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End-to-end Performance Evaluation

* Data selection and split
* Train anomaly detection model with Training set at Time O
* Detect shift and update model with Validation setat Time 1, 2, 3, ..., N
e Evaluate the model performance with Testing set at Time 0, 1, 2, 3, ..., N

* Experimental setup
* Single Adaptation: Update model at Time 1, Test mode at Time 2, 3, ...

Training | Test. @ @ Va“d' Valid.
w >

Time 0 (@TO) Time 1l (@T1) Time 2 (@T2) Time N (@TN)
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End-to-end Performance Evaluation

* Data selection and split
* Train anomaly detection model with Training set at Time O
* Detect shift and update model with Validation setat Time 1, 2, 3, ..., N
e Evaluate the model performance with Testing set at Time 0, 1, 2, 3, ..., N

* Experimental setup
* Single Adaptation: Update model at Time 1, Test mode at Time 2, 3, ...

Training |Test|  Valid. Test | Valid. Test | - Valid.| Test |

/ v v —

Time 0 (@TO) Timel(@T1) Time2 (@T2) .- Time N (@TN)
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End-to-end Performance Evaluation

* Data selection and split
* Train anomaly detection model with Training set at Time O
* Detect shift and update model with Validation setat Time 1, 2, 3, ..., N
e Evaluate the model performance with Testing set at Time 0, 1, 2, 3, ..., N

* Experimental setup
* Single Adaptation: Update model at Time 1, Test mode at Time 2, 3, ...
 Multiple Adaptations: Update model at Time 1, 2, 3, ..., Test mode at the same time

Training Test @ @ @b
v

Time 0 (@TO) Time 1l (@T1) Time 2 (@T2) Time N (@TN)
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Performance of Single Adaptation

Adapt @T2

-~ No-Update

57 Retrain

—~/\~ UNLEARN

-X- CADE

-~ TRANSCENDENT
05 -©- OWAD (Ours.)

Test @T1 @T2 @T3 @T4 Test@T2 @T3 @T4
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Performance of Single Adaptation

Adapt @T2
0.9 -$- No-Update
0.8 ¢+ Retrain
~/~ UNLEARN
0.7 -3¢ CADE
0.6 ~ TRANSCENDENT
| 0.5 -©- OWAD (Ours.)
Test @T1 @T2 @T3 @T4 Test @T2 @T3 @T4
4 N

OWAD outperforms other approaches at the adaptation time, and can also
mitigate the performance degradation in subsequent time
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Performance of Single Adaptation

- N Adapt @T1 p Adapt @T2

0.9 0.9 - No-Update
. 0.8 0.8 ¢+ Retrain
2 .- O 07 ~~ UNLEARN

->¢- CADE
0.6 0.6 - TRANSCENDENT
Ours.
05 05 -©- OWAD (Ours.)

_ Test@T1 ) @T2 @T3 @T4(Test @2 | @T3 @T4

4 N

OWAD outperforms other approaches at the adaptation time, and can also
mitigate the performance degradation in subsequent time
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Performance of Single Adaptation

(Ada.p.t_@ﬂﬁ Adapt@T2
0.9 0.9 -$- No-Update
O 0.8 o 0.8 77 Retrain
-\~ UNLEARN
.
207 0.7 . CADE

0.6 0.6 - TRANSCENDENT
Ours.
05 05 -©- OWAD (Ours.)

Test @T1 | @T2 @T3 @T4 Test@T2 | @T3 @T4,

s

D

OWAD outperforms other approaches at the adaptation time, and can also
mitigate the performance degradation in subsequent time
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Performance of Multiple Adaptations

100%
o) 80% © |<>- No-Update
< 06 3 | Retrain
= ' 60% & |4 UNLEARN
D ()] N.
2 ~A 1 | TRANSCENDENT
w 0.2 - = -8 20% X |-©- OWAD (Ours.)
o 13
N/ 0%

Test@T1@T2 @T3 @T4 @T5 @T6 @T7 @T8 @T9 @T10
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Performance of Multiple Adaptations

100%

o) 80% © |<>- No-Update
= 3 |+ Retrain
=0.6 60% =
< o |- UNLEARN
o (b} N
] -1 | TRANSCENDENT
w 0.2 = ' "~'-=A 20% X |- OWAD (Ours.)

> 5

/ 0
Test@T1@T2 @T3 @74 @I5 @T6 @T7/7 @T8 @T9 @T10 0%

[ OWAD can achieve better results with significantly less required labels ]
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Performance of FP/FNs

# FPs # FNs

Methods (Lower is Better) (Lower is Better)
@T] @T2 @T3 | @T]1 @T2 @T3

No-Update | 2404 903 6585 | 135 34 39
Retrain | 2238 933 6213 | 233 32 28
UNLEARN | 3350 1293 7369 | 105 27 26
TRANS. 1508 849 3237 | 552 197 106
OWAD 1491 701 2519 | 120 34 35

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.
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Performance of FP/FNs

# FPs # FNs
Methods (Lower is Better) (Lower is Better)
@T] @T2 @T3 | @T1 @T2 @T3
No-Update | 2404 903 6585 | 135 34 39
Retrain | 22384 9334 62134 2334 324 284
UNLEARN | 33504 12934 73694 105¢ 274 264
TRANS. 1508 & 849% 3237¥ 5524 1974 1064
OWAD 1491¢ 701¢ 25194 1204 34 - 354¢

[ OWAD is the only approach that can reduce both FPs and FNs ]
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Real-world Deployment

* Background

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.

SCADA in State Grid Shanghai Electric Power Company

Security Monitoring System (device logs and events)
LSTM-based Log Anomaly Detection

Performance degradation in long-term deployment
Data: >10M logs from 20 devices in 5 months (2022)

Security Monitoring System

§g kafka

Log Collection
& Parse

<Level> <Time> |:> =
o
<Type> <Info>

Anomaly
Detection
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Real-world Deployment

* Background
* SCADA in State Grid Shanghai Electric Power Company
e Security Monitoring System (device logs and events)
 LSTM-based Log Anomaly Detection
* Performance degradation in long-term deployment
e Data: >10M logs from 20 devices in 5 months (2022)

e OWAD Shift Detection
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Real-world Deployment

 OWAD Shift Explanation
* |dentify 2 key logs inducing the normality shift

* 1) network volume increases for specific devices
>SVR44 eth3000 eth? 123098502414 30822806215 eth0 | 752064 2107538

* 2) new service continuously launches
> SVR 413 tcp 0.0.0.0 36387 0.0.0.0 0 LISTEN 1129 rpc.statd

* Find the key reason of shift:
* FTP service error due to system update & restart (Jan. 2022)

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.
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Real-world Deployment

 OWAD Shift Explanation
* |dentify 2 key logs inducing the normality shift

* 1) network volume increases for specific devices
>SVR44 eth3000 eth? 123098502414 30822806215 eth0 | 752064 2107538

* 2) new service continuously launches
> SVR 413 tcp 0.0.0.0 36387 0.0.0.0 0 LISTEN 1129 rpc.statd

* Find the key reason of shift:
* FTP service error due to system update & restart (Jan. 2022)

« OWAD Shift Adaptation
 Reduce >90% False Positives

Week 1 || Week 9 (@T1) | Week 18 (@T2) || Test @T2 (Adapt@T1)
#FP #FP  P-value #FP  P-value #FP
Device A 14 25 0.999 79 0.257 Unshift
Device B 45 1,027  0.000 1,678  0.000 154
Device C 68 3,071  0.000 3,103  0.000 08

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation.
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Log Collection = Anomaly
& Parse Detection

§g kafka . =y
MMMMMM )

Presenter — Dongqi Han




Takeaways

Normality shift is quite common and complicated in network security domains

After calibration, model outputs can effectively to represent the normality distribution

Labeling is inevitable for handling normality shift.
Nevertheless, OWAD can achieve better performance with lower labels

OWAD is shown to be able to reduce both False Positives and False Negatives

O https://github.com/dongtsi/OWAD

Anomaly Detection in the Open World: Normality Shift Detection, Explanation, and Adaptation. Presenter — Dongqi Han
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Thank you! Questions?

Presenter: Dongqi Han

0 https://github.com/dongtsi

g handq19@mails.tsinghua.edu.cn

o www.donggihan.top



Data Collection

Anomaly Detection

OWAD Design

 We present OWAD (Open World Anomaly Detection) Framework
* Detecting, Explaining, and Adapting to normality shift for DL-based anomaly detection.
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